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Introduction

Object detection and classification from point clouds taken by L515, using deep learning methods

• Real scene images

• Use pre-trained network (VoteNet) and adapting to L515 data using transfer learning

RealSense LiDAR camera – Light Detection And Ranging

Time-Of-Flight depth camera that sends a laser pulse and calculate the z using:

𝒛 =
𝒄⋅𝒕

𝟐
c − speed of light t − time of flight

• The Point Cloud feature learning backbone is based on PointNet++

• From the features extracted, a Voting procedure is done based on Deep Hough voting

• Votes are divided into K clusters by spatial clustering

• PointNet-like network generates the object proposals from votes

Architecture

Results on SUNRGBD

3D Object Detection:

Estimate the oriented 3D bounding boxes and classes from 3d data

Problem: point cloud is N orderless points, each 

represented by D dimensional vector

The model needs to be invariant to N! permutation

Solution 1: point clouds  voxels Solution 2: multi-views 2D images

PointNet solution: Use Permutation-Invariant Symmetric 

function: 𝑓 𝑥1, 𝑥2, … , 𝑥𝑛 = max 𝑥1, 𝑥2, … , 𝑥𝑛
𝑓 𝑥1, 𝑥2, … , 𝑥𝑛 = 𝑥! + 𝑥2 + … + 𝑥𝑛

Contains 10,355 RGBD images and camera 

calibration parameters of  indoor scenes.

• The camera doesn’t detect well dark and shiny objects 

• VoteNet results vary compared to other networks – some classes (chair, toilet) have impressive results, while others have poor results

Workflow ToolBoox capture L515 Database

Objective

NN: PointNet Chosen NN: VoteNet

Database: SUNRGBD

Solution

• Matlab ToolBox: Lidar labeler

Conclusions
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