
• AdaBoost algorithms combine outputs from 

multiple weak classifiers to a final 

classification decision.

• The algorithms are sensitive to noise 

between the weak-classifiers and main 

computer.

• Previous work dealt with Discrete AdaBoost 

in noisy environment.

• In this project, we focus on Real AdaBoost 

and aim to:

– Introduce a noisy channel framework and 

investigate algorithm’s sensitivity in this 

framework.

–Develop resilient modifications of the 

algorithm and test performance on real-

world data.

• We successfully improved the performance of 

Real AdaBoost in a noisy environment by 

adding coefficients to the weak classifiers.

• Minimizing the mismatch probability w.r.t the 

original decision resulted in slightly better 

performance than minimizing the mismatch 

probability w.r.t the weighted decision.

• We tried two different approaches:

–Find optimal number of bits for each 

classifier

–Find optimal joint quantizer levels for all 

classifiers

• We assume that the total number of bits is 
constrained.
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• Real AdaBoost original final classifier:

𝑓 𝑥 = 𝑠𝑖𝑔𝑛 σ𝑚=1
𝑀 𝐻𝑚 𝑥

• Assuming AWGN channel between every 

weak classifier to the main computer:
𝐻𝑚 𝑥𝑖 = 𝐻𝑚 𝑥𝑖 + 𝑛𝑚, 𝑛𝑚~𝑁 0, 𝜎𝑚
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መ𝑓 𝑥 = 𝑠𝑖𝑔𝑛 
𝑚=1

𝑀

𝐻𝑚 𝑥𝑖 + 𝑛𝑚

• We suggest a resilient Real AdaBoost 

algorithm, by intervening in the final decision:

መ𝑓𝛼 𝑥 = 𝑠𝑖𝑔𝑛 
𝑚=1

𝑀

𝛼𝑚 𝐻𝑚 𝑥𝑖

= 𝑠𝑖𝑔𝑛 
𝑚=1

𝑀

𝛼𝑚𝐻𝑚 𝑥𝑖 + 𝛼𝑚𝑛𝑚

• The coefficients will depend both on the data 

and the noise characteristics. 

Example of weak-classifiers (1-3)

and the output of AdaBoost Algorithm (4)

• In this approach, we control the quantizer 

levels, and the weak classifiers coefficients.

• The optimal initialization of the levels is 

given by K-Means algorithm.

• We solve the problem numerically and find 

the optimal thresholds and coefficients 

jointly.
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Real AdaBoost Algorithm

• Initialize weights: 𝑤1,1 = 𝑤2,1 = ⋯ = 𝑤𝑀,1 =
1

𝑁

• For m in 1 to M:

–Find a weak classifier, 𝑓𝑚 𝑥 , that outputs a 

class probability estimate

𝑓𝑚 𝑥𝑖 = Pr 𝑦𝑖 = 1|𝑥𝑖 , and minimizes

𝜖𝑚 = σ𝑖=1
𝑁 𝑤𝑖,𝑚 ⋅ exp −𝑦𝑖𝐻𝑚 𝑥𝑖

Where 𝐻𝑚 =
1

2
⋅ ln

1−𝑓𝑚 𝑥𝑖

𝑓𝑚 𝑥𝑖

–Update the weights

𝑤𝑖,𝑚+1 = 𝑤𝑖,𝑚 exp −𝑦𝑖𝐻𝑚 𝑥𝑖

–Renormalize the weights such that   

σ𝑖=1
𝑁 𝑤𝑖,𝑚+1 = 1

• The final classifier:

𝑓 𝑥𝑖 = 𝑠𝑖𝑔𝑛 σ𝑚=1
𝑀 𝐻𝑚 𝑥𝑖

Noise is added between the weak classifiers and the main computer

Optimizing Coefficients

• Method 1: minimize the mismatch probably 

between the noisy decision and the noiseless 

decision:

min
𝛼𝑚

1

𝑁


𝑖=1

𝑁

Pr መ𝑓𝛼 𝑥𝑖 ≠ 𝑓𝛼 𝑥𝑖 =

min
𝛼𝑚

1

𝑁


𝑖=1

𝑁

𝑄
𝑠𝑖𝑔𝑛 σ𝑚=1

𝑀 𝛼𝑚𝐻𝑚 𝑥𝑖 σ𝑚=1
𝑀 𝛼𝑚𝐻𝑚 𝑥𝑖

σ𝑚=1
𝑀 𝛼𝑚

2 𝜎𝑚
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• Method 2: minimize the mismatch probability 

between the noisy decision and the original

decision (without coefficients):

min
𝛼𝑚

1

𝑁


𝑖=1

𝑁

Pr መ𝑓𝛼 𝑥𝑖 ≠ 𝑓 𝑥𝑖 =

min
𝛼𝑚

1

𝑁


𝑖=1

𝑁

𝑄
𝑠𝑖𝑔𝑛 σ𝑚=1

𝑀 𝐻𝑚 𝑥𝑖 σ𝑚=1
𝑀 𝛼𝑚𝐻𝑚 𝑥𝑖

σ𝑚=1
𝑀 𝛼𝑚

2 𝜎𝑚
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Results - AWGN

Comparisons of our suggested algorithms and the original algorithm on 

Wisconsin Breast Cancer database

• Quantization noise can be simulated as 

additive uniform noise, that decreases as we 

allocate more bits.

• Using Hoeffding inequality and Sub-Gaussian 

proxy, we bound the mismatch probability.

• We minimize the proxies by continuous 

optimization methods, and round the solution 

to the closest integer.

Comparisons of our suggested algorithms and the original algorithms on 

Wisconsin Breast Cancer and Parkinson Disease database

Quantization - Conclusions
AWGN - Conclusions

• Thresholds Optimization approach achieved:

–Better results than the trivial solution.

–Similar performance to Real-AdaBoost with 

only 2 bits per classifier.

• The bound-based solutions performance 

weren’t as good.

Quantized Real AdaBoost


